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The Simulation of Natural Phenomena is Important!
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The Path of Simulation
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Can we approximate 
Simulations with 
Neural Networks?
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Simplification: Abstract PDEs on Regular Periodic Grids
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https://docs.google.com/file/d/1JcF6KC14lp5xk5aMPivi9E-8AdvqNcua/preview
https://docs.google.com/file/d/1ZE1TP3DWPgqdQfVPwP3w1Sz-c-BDakYj/preview
https://docs.google.com/file/d/15eIN1a-o3-mAwr00Fuazr0M88lOlhDQo/preview
https://docs.google.com/file/d/1hR23EAx5HDf3Zl2IRML1GW7_D_7LuIx3/preview
https://docs.google.com/file/d/1D9isWKJoRdcN6aUQtbx2QJfFsJr7k_zP/preview
https://docs.google.com/file/d/1AgjXDv3W_KfbwM11uyvS2p_4V-pd2zLC/preview
https://docs.google.com/file/d/1evQy2QYzd-HdhbtrljxA1CqV85CJ8J7b/preview
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Loss
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Advection Learning Animation
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https://docs.google.com/file/d/1kD9DfQMsSsNSMto_2T_W2bGh-J2a0me8/preview


Different Parameterizations of PDEs
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Low-Speed Advection Emulation
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Advection Emulation at different speeds
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Advection Emulation at different speeds w/ other Archs



Burgers Emulation Across Dimensionality
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Architecture Decision Tree



pip install apebench

tum-pbs.github.io/apebench
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Let’s dive deeper
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Loss
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Working decently at 
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What about another numerical solver 
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The three timesteppers in more context
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Advection Equation

Spectral (Exact) Simulator Data 
Trajectories

Emulator FOU Simulator



Emulator better under the same functional form?
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What’s the catch? Emulator is not consistent!
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Three Numerical Simulators
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Setup considered so far
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The reality
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Understanding Difference Between Training and Testing
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The missing piece: Where is the training data from?
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State-Space
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Theoretically Provable -> Forward Superiority 
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Let’s loop back to what we learned 

● Spectral-Solver (Perfect) Data -> Functional Form of Explicit Method -> Better 
than the Explicit Method

● FOU (good) Data -> Functional Form of Explicit Method -> Recover Explicit 
Method

● IFOU (mediocre) Data -> Functional Form of Explicit Method -> Better than 
Implicit Method: Learned Emulator can be Superior!
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Let’s go Nonlinear
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https://docs.google.com/file/d/1wVOUYlv0ieE1tuYIyAHH2aNFunZyt0_X/preview


More Architectures On Advection
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More Architectures On Advection
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Interesting Example: Burgers
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More Architectures on Burgers
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What does Emulator Superiority mean in practice?
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What’s Next in this field?

● Emulators for Larger 3D problems, especially on unstructured grids
● Foundation Models for a wider range of Dynamics

○ Here it seems that we need lower specific inductive bias to be applicable to all dynamics

For all this, it seems to crystallize that transformer models are best at scaling
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Summary and Take-Aways

● Neural Networks can be trained to approximate time-dependent PDE 
problems autoregressively 🧠:

○ For a specified time horizon 🕓, they can achieve decent accuracy  ✅
○ But, we do have little guarantees on them  🤔
○ For non-trivial simulations, they can speed up the solution process, especially in a more 

holistic setting ⏱
● Inductive biases are important for model performance 🦿:

○ Chose the architecture that matches the best numerical scheme for the specific PDE  🤝
○ Sometimes, it is possible to have the inductive bias outlearn structured numerical errors from 

imperfect simulation data  🔍
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Thanks for listening!

NeurIPS 2024
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pip install apebench

tum-pbs.github.io/apebench

NeurIPS 2025


